Modeling deep structures for using
highperformance images
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Simulate brain activities and emplomillions of neuronsto fit billions of training samplesDeep neural
networks are trained with GPU clusters witlens of thousands of processors

Hinton wonImageNet
competition

Classify 1.2 million images
into 1,000 categories
Beating existing computer

MIT Tech Review
Top 10 Breakthroughs 2013

vision methods by 20+% Ranking No. 1
Surpassing human
performance Sl
Deep learning
Web-scale visual search, With massive
.. amounts of
seIf—drlvmg cars, camﬁptational power,
. . . macnines Can now
surveillance, multimedia recognize objects and
X translate speech in
real time. Artificial

intelligence is finally
Hold records on most of the e

computer vision problems
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Performancevspractical need

Many other applications

Face recognition

Conventional Deep model Very Deep Very deep structured
model model learning



Structure In neurons

A Conventional neural networks
I Neurons in the same layer have no connections

I Neurons in adjacent layers are fully connected, at
least within a local region
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Structure In data
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Structure In data
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Effectively using high performance
Imaging data

Training Deployment

Ofim  1.7pm 2.5pm 3.0pm
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Multi-modal data RGB only

Image from https://research.csiro.au/data61/higierformanceimaging/
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Motivation

AChallenging open issues in pedestrian detection: illumination
variation, shadows, background clutter, and low external light

AExploiting thermal data in addition to RGB data for learning cross-
modal representations

Hard positive samples  Hard negative samples
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Motivation

AChallenging open issues in pedestrian detection: illumination
variation, shadows, background clutter, and low external light

AExploiting thermal data in addition to RGB data for learning cross-
modal representations

ACan we transfer the learned cross-modal representations?

~— Cross modahm
| Deep Reconstruction _Deep Detection

Missing
thermal data??
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Approach

== ARRN

Front-end Convolutional Layers

RGB domain to Thermal domain
weakly supervised reconstruction
region-based instead of frame-level

e Y B based
[l Max pociing [ Deconvolution [l ROI feature map [l output ‘*{\[9—'

RRN: region reconstruction network 1

AMSDN

cross-modal multi-scale feature fusion
the parameters of subnetwork in
yellow box are transferred from RRN



